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Summary. We develop an affinity model for longitudinal categorical data in which the number of categories is large and we apply the technique to 20 years of labour market data for a contemporary cohort of young adult workers in the USA. The method provides a representation of the underlying complexity of the labour market that can then be augmented to include covariate effects. These can be understood as effects net of transition patterns associated with labour market sorting. We include in our model pairwise affinities to relate nominal categories representing types of job. The affinities capture complex relationships between these types of job and how they change over time. We evaluate the role of gender and education to illustrate the different types of questions and answers that are addressed by this methodology.
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1. Introduction

In the late 20th century, wage inequality in the USA increased dramatically (Danziger and Gottschalk, 1993; Mishel et al., 2001). This increase in variance was driven in part by a near doubling of the number of low wage workers in the period from the 1980s through the mid-1990s (Bernhardt et al., 2001). Such workers now number between 30 million and 40 million, depending on the definition that is used. Increasing the educational attainment of the workforce is often suggested as a way to improve mobility prospects for workers through increased human capital (see Becker (1993) and Mincer (1974)). Such capital is also increased by long-term relationships with firms, or staying in the same job sector so that industry- and occupation-specific skills may be gained, sometimes through employer-sponsored training. In this type of career path, mobility is often attained through internal labour markets (Osterman, 1984; Neumark, 2000; Osterman and Burton, 2004).

The competing strategies of job changing versus long-term employment with the same firm has a complex relationship to mobility. Whereas it has been shown that some amount of early ‘job shopping’ is essential to wage mobility (Topel and Ward, 1992; Gardecki and Neumark, 1998), it can have both positive and negative consequences later in the career (Neumark, 2000). The interplay between education, industry- and occupation-specific skills and job turnover is less clear. We have evidence that workers eventually settle down and change jobs (more specifically, type of job) less frequently as they age, but is this true universally, or does it depend on education, gender or other characteristics? When a worker does change job type, what are the most common pathways of change and are these mediated by worker characteristics as well? Since education is such a strong predictor of wages, we learn more about how inequality...
plays out—in terms of these pathways—by examining workers with different initial levels of education.

For our analysis, we define the career pathway to be a progression through a series of categorical states, which we take as the industry and occupation of the job at any given point in time. Spells of non-work are included in the nominal categories because they are states through which a worker may pass, but they are of a different character, as they are not a type of work, and as such do not reflect a skill set per se. We require models for these transitions for several reasons. First, when comparing two groups, one of the ways that they may differ is simply in what types of jobs they typically obtain. Occupational segregation is fairly common in the USA—for example, some types of job are highly ‘gendered’, such as a registered nurse or elementary school teacher (Blau et al., 2005; Rosenfeld and Spenner, 1992). Marginal differences between genders or between workers with different levels of education may be completely accounted for by the type of work that they are doing, which happens to have distinctly different rates of turnover. We would like to ‘net-out’ these types of differences before making comparisons.

We explore gender and education differences in the application section. Since 2-year colleges play a major role in the US post-secondary education system, enrolling nearly 35% of college students in 2006 (Provasnik and Planyt, 2008), we shall divide our sample into workers who have at least this level of education and those who do not as one of our main comparisons. Second, we are genuinely interested in describing the labour market itself, and how this might change over time. Models are a good way to represent the patterns of turnover that are contained in career sequences; comparing model fits (e.g. by gender) will establish the extent to which different groups traverse these types of job in different ways. They may, of course, reveal that there is a convergence over time.

The career sequence is a marked point process; the marks are types of job and the durations are lengths of spell. We are interested in the whole US labour market, so the number of types of job is large, with perhaps 100 or more unique categories. We assign job types on the basis of a government classification of industry and occupation (hereafter, $I \times O$), resulting in 25 unique industries, 20 unique occupations and about 450 unique pairs of the two. About 100 of the most frequent $I \times O$-pairs account for 90% of all jobs, so we base our analysis on these 100 most frequent $I \times O$-pairs and three types of non-work: unemployment (actively looking for work), enrolled in school (and not working) and out of the labour force (not employed and not looking for work). We are looking for common pathways, so, although we are losing a small amount of information by discarding the least frequent types of job, this information is not central to our understanding. In related work with these data, it was found that very infrequent types of job have the potential to obscure relationships in the same way as an outlier does in regression.

One way that data such as these may be modelled is by using event history or duration models, such as those developed initially in Cox (1972). The multiple end points (job types) and repeated outcomes pose many challenges due to the number of source and destination states and the relationships between them. We address these challenges by using a random-effects formulation, which offers a convenient way to capture the very large number of implicit relationships that exist in careers, including the common pathways and covariate effects. A continuous time Markov process is the kernel of our model for data of this type, as it captures transitions between nominal states. Waiting times can be approximated by exponential distributions, with rates that potentially depend on covariates of interest, as well as the origin and destination state. We shall extend this model to allow for individual-specific heterogeneity, covariates and change over time; the time component because the chain may be non-homogeneous over moderate length intervals.

This paper is organized as follows. In Section 2, we discuss in further detail some alternative approaches for modelling sequence data and motivate our choice of modelling class. In Section
3, we describe the affinity model that captures relationships between career sequence components and handles covariates elegantly. In Section 4, we discuss estimation, inference and model selection. We then apply these methods to our labour market data in Section 5. In Section 6, we summarize the contribution of these models and discuss related directions of research.

2. Modelling sequences

We now mention several methods that are commonly brought to bear on data of this nature and discuss them in the context of our application and research questions. To make these methods as comparable as possible, we first consider the discrete representation of these careers as a quarterly sequence. This interval is sufficiently small to capture jobs of short duration. The nominal types of job observed at each point in the sequence are often referred to as tokens.

One approach for sequence analysis treats the trajectory as a string and uses matching algorithms to establish pairwise distances between each trajectory. In optimal matching analysis (see Abbott (1995)), the user defines costs for substitution, insertion and deletion, and the algorithm finds the set of these operations that transforms one sequence into another with the lowest cost, which is then taken as the pair’s distance. The method is used quite heavily in biological sequence analysis (see Durbin et al. (1998)). One natural use of these distances is to form clusters, and we have found that this may work well in practice, particularly when care is given to the choice of substitution cost. We note that analysis based on optimal matching is quite sophisticated: other methods for clustering categorical sequences use a Hamming distance, in which every token mismatch across sequences has equal weight (see Huang (1998) and Guha et al. (2000)). Le and Ho (2005) are a notable exception, basing the distance between tokens on the distributional properties of their neighbouring tokens; it is unclear whether this approach can be scaled up to larger token spaces or longer sequences or whether covariates could be included. It is clear that optimal matching, although quite effective at generating distances and clusters, does not incorporate a direct way to capture covariate effects, in part because no single ‘outcome’ is being modelled. We have no real sense of the stochastic process that gave rise to the data.

Hidden Markov models (Juang and Rabiner, 1991) and mixed Markov models (van de Pol and Langeheine, 1990) offer useful alternatives to classical Markov chain models. Both allow for a form of dependence that is plausible without an explosion in the number of additional parameters. Hidden Markov models use a hidden state to track this dependence, and observations are conditionally multinomial, given that state, whereas mixed Markov models use a latent state that is akin to a hidden cluster label. Conditional on the latent state (cluster), observations follow a simple, usually first-order, Markov process. This process may differ from latent state to latent state, providing ample diversity in outcomes. Both of these approaches, along with extensions of generalized linear models in the longitudinal setting (see Molenberghs and Verbeke (2005)), are likely to face challenges when the number of outcomes is large. Hidden Markov models are the only set of models that are employed in the context of large state spaces, but the speech and genomic data that have been used with these have the necessarily higher observation-to-parameter ratio, which is less common in the longitudinal setting.

Traditional regression methods are likely to lack the complexity that is required to capture the dynamics of the labour market, as we have operationalized them. Recall that one question that we may wish to evaluate is whether women have shorter or longer job tenures (here, defined as the time spent continuously in a single type of job) net of any occupational (and industrial) sorting. It is one thing for a data analysis to show that women have longer job tenures than men, and quite another to learn that women and men doing the same type of work and with the same education have different tenures. We might further wish to know whether the movement
through the labour market is similar for men and women (in terms of what types of job typically follow one another). We might try to evaluate some of these questions by using a Cox proportional hazards survival model (Cox, 1972) and its extensions, in particular frailty models that capture heterogeneity (Aalen, 1988). To net out job characteristics, we must incorporate as many features of the jobs as possible. Indicators for the origin $I \times O$ could be included in such a model, so that starting on an $I \times O$ that happened to be typically of long duration is ‘netted out’ (captured by the model). Ignoring for the moment the large parameter space that is implied by this approach, what if the durations vary dramatically depending on the destination state? This could be modelled by using a competing risks framework (Crowder, 2001; Scott and Kennedy, 2005) in which risk of changing $I \times O$ varies for each destination state. With a little over 100 states, this requires about $100 \times 100$ parameters in the model. We essentially do not have enough information in our panel data to estimate so many parameters by using classical approaches.

A contribution of this paper is to implement a version of this type of competing risks model that treats the relationships between source and destination $I \times Os$ as random effects. This draws on methods that were introduced in Hu et al. (2009), who took a Bayesian approach to competing risks to handle patterned missingness. In contrast, we use random effects and Bayesian methods to handle the large number of origin- and destination-specific differences. Dahinden et al. (2007) took a penalized likelihood approach to the sparsity problem that arises when there are so many nominal states. Our approach combines these ideas to make possible a large state space and incorporates a type of frailty as well. Given the above classical methods and extensions, our method can be characterized as a Bayesian extension of competing risks event history modelling with frailty. These are essentially continuous time Markov process models (with frailty), which have been in existence for a considerable time, but only with the advent of modern computing power, a random-effects formulation and Markov chain Monte Carlo (MCMC) techniques has it been possible to consider, as we do, applications with large state spaces.

The underlying transition affinities in our labour market data may change over time, and thus a non-time-homogeneous continuous time Markov process may be more realistic. We describe one approach to capturing this time inhomogeneity in Section 4.

### 3. Modelling framework

Sequence data consist of a series of origin states, durations in those states and transitions into new states. These data may be highly discrete—e.g. annual career data—or nearly continuous (as in weekly data). The underlying process is nearly continuous, so we build our model for duration times rather than for single-step transitions. We conceptualize the duration process as one of competing risks, in which there is an underlying hazard function that is associated with every origin–destination state combination. We observe only the first (shortest) realization of these competing duration processes (see Andersen et al. (1993) for further discussion). Under the assumption that durations are exponentially distributed, this is a continuous time Markov process.

We now describe a continuous time Markov process in terms of its latent competing duration times. We assume that the rate parameter for the duration process is given by $\lambda_{kq}(t)$, which is the rate from origin $k$ to destination $q$ at time $t$. For each origin state $k$, there are $n_k$ records; $i$ is used as an index for these records, from 1 to $n_k$. Note that we have ignored subject identifiers in this formulation; individual-specific effects will be included shortly. The total number of observations in the data set is $n = \sum_k n_k$. The observations may be organized into an $n \times 4$ matrix $Y$.
each row is a vector \((k, q_{ki}, t_{ki}, u_{ki})\). Here, \(q_{ki}\) is the destination token that is associated with the \(i\)th record with origin \(k\); we set it to 0 if censoring occurs. \(t_{ki}\) is the time that this spell began, and \(u_{ki}\) is the spell duration (or time of censoring). We order the data so that the first \(d_k\) entries in each origin-specific group are uncensored.

We shall write \(\lambda_{kq_{ki}}\) for \(\lambda_{kq_{ki}} t_{ki}\) and note that there is a \(\lambda\) corresponding to every origin state \(k\), time \(t_{ki}\) and destination \(q_{ki}\). The likelihood for the records that are associated with origin state \(k\) (all assumed independent) is

\[
L_k = \prod_{i=1}^{d_k} \left\{ \lambda_{kq_{ki}} \exp(-\lambda_{kq_{ki}} u_{ki}) \exp\left( -\sum_{j \neq q_{ki}} \lambda_{kj u_{ki}} \right) \right\} \prod_{i=d_k+1}^{n_k} \exp\left( -\sum_{j} \lambda_{kj u_{ki}} \right),
\]

where it is understood that \(\lambda_{kk} = 0\) or is just left out of any summation. The first product term captures the probability that a transition to \(q_{ki}\) occurs with duration \(u_{ki}\) and that all other latent durations are longer. We shall combine the components of this term before taking logarithms, but we leave them in this form for expository purposes as they represent the observed transitions. The second product term captures the censored observations: we use the time of censoring and compute the probability that all latent durations are longer than this. We note that censoring may be defined as when the observation is truncated because of the survey instrument, or when we lose information about the token state. In the latter case, we may make a transition to a state in which we know that the subject is working, but not which type of work, so a form of censoring occurs.

All the exponential terms in likelihood (1) combine readily, so, when we take logarithms and iterate over all observations, we have the overall log-likelihood

\[
l(\Theta|Y) = \sum_k \left\{ \sum_{i=1}^{d_k} \log(\lambda_{kq_{ki}}) - \sum_{i=1}^{n_k} \lambda_{k u_{ki}} \right\},
\]

where \(\lambda_k = \sum_j \lambda_{kj}\), and \(\Theta\) is a vector containing all model parameters. Any within-subject correlation is handled by adding another component to the observation vector and including individual-specific effects in the model. This variant of a frailty model would associate effect \(\alpha_r\) with subject \(r = 1, \ldots, R\), assuming that these come from some mean 0 distribution known up to a scaling parameter. A simple modification of the rate parameter reflects this effect. Set \(\lambda_{kq_{ki}r} = \lambda_{kq_{ki}} \exp(\alpha_r)\) and augment the rows of \(Y\) to include the subject identifier, so that it becomes \((k, q_{ki}, t_{ki}, u_{ki}, r)\). Observations are assumed conditionally independent, given \(\alpha_r\).

4. Affinity models

4.1. Model formulation

In the previous discussion, the latent transition rates \(\lambda_{kq}(t)\) were assumed given, but we now build a log-linear model for them. The rates govern the relationship between an origin and destination token, and as such we include main effects for the origin and destination, along with effects for the interaction between the two. The latter can be understood as the affinity between the origin and destination token, net of everything else that is modelled. We include individual-specific and covariate effects in the model as well.

The latent transition rate from origin \(k\) to potential destination \(q\) for subject \(r\) at a single point in time is governed by

\[
\log(\lambda_{kqr}) = \nu_k + \eta_q + d_{kq} + X_r \beta + \alpha_r, \quad \text{for } k \neq q,
\]
where $\nu_k$ is a (main) source effect, $\eta_q$ is a (main) destination effect, $d_{kq}$ their affinity (interaction) and $k, q \in \{1, \ldots, K\}$. $P$-dimensional column vector $\beta$ captures subject level covariate effects that are represented by row vector $X_r$ and $\alpha_r$ is a subject-specific effect. Job characteristics can be modelled with the addition of terms that are indexed by $I \times O$ rather than subject.

The rates may not be static. Overall time trends can be captured by including time in the covariate design matrix $X_r$. A more elaborate framework for handling change over time is to index $d_{kq}$ as

$$d_{kq}t = \delta_{0kq} + \delta_{1kq}t,$$

so the (net) affinity between $k$ and $q$ at time $t$ drifts linearly with time (over the observed time horizon; other functional forms are certainly possible). This simple linear component (which is unconstrained) doubles the number of affinity parameters. Alternatively, only $K$ additional effects are needed if $\delta_{1kq}$ does not depend on $q$, and a similar reduction occurs when it does not depend on $k$ (these are source- and destination-specific drifts respectively). Expression (4) can be expanded in a regression-like fashion to include additional covariates or their interactions.

4.2. Random effects

The information that we have on the transitions between different types of job, or tokens, varies greatly and is a function of the labour market itself. We represent these as affinity terms and the information that we have on the transitions between different types of job, or tokens, varies.

4.3. Estimation and inference

Models such as those described above may be fitted by using a variety of techniques. We chose to use a Bayesian hierarchical modelling framework for estimation and inference. Our prior distributions are used primarily to establish a reasonable range for the parameters, whereas the hierarchical structure reflects our varying degree of uncertainty about them.

For our baseline model, we estimate $P$ covariate effects and the two sets of $K$ main effects $\nu_k$ and $\eta_q$ by using reasonably flat priors, interpreting these as ‘fixed’ effects. The $R$ individual subject effects are modelled as random effects as described above, and the variance component governing these effects is also modelled. We shall then estimate two additional models by adding increasingly complex affinity terms, adding $K(K-1)$ parameters that govern the affinities and another $K(K-1)$ to capture their drift over time. In what follows, we describe the affinity drift model as it is the largest model fit.

The $2K$ main effects $\nu_k$ and $\eta_q$, as well as covariate effects $\beta$, are assumed to be independent identically distributed normal, mean 0 and variance $\sigma^2_\beta$; we set the variance sufficiently large that the prior is approximately locally uniform. As above, $\alpha_r \sim N(0, \sigma^2_\alpha)$, but now $\sigma^2_\alpha$ is modelled as a scaled Inv-$\chi^2$ distribution with scale $\sigma^2_{\alpha_0}$ and $\nu_\alpha$ degrees of freedom. Baseline affinities and drifts $\delta_{0kq}$ and $\delta_{1kq}$ are as above, but now variances $\sigma^2_{\delta_{00}}$ and $\sigma^2_{\delta_1}$ are modelled as scaled Inv-$\chi^2$ distributions with scales $\sigma^2_{\delta_{00}}$ and $\sigma^2_{\delta_{10}}$, and $\nu_{\delta_{00}}$ and $\nu_{\delta_1}$ degrees of freedom respectively. The values of the hyperparameters $(\sigma^2_g, \sigma^2_{\alpha_0}, \nu_\alpha, \sigma^2_{\delta_{00}}, \sigma^2_{\delta_{10}}, \nu_{\delta_{00}}, \nu_{\delta_1})$ are set by the researcher and represent our prior beliefs about the variance of the individual effects and the affinity components.
Summarizing the above, we have

\[\begin{align*}
    \nu_k &\sim N(0, \sigma^2_y), \quad k = 1, \ldots, K, \\
    \eta_q &\sim N(0, \sigma^2_y), \quad q = 1, \ldots, K, \\
    \beta_p &\sim N(0, \sigma^2_y), \quad p = 1, \ldots, P, \\
    \alpha_r &\sim N(0, \sigma^2_\alpha), \quad r = 1, \ldots, R,
\end{align*}\]

\[\begin{align*}
    \sigma^2_\alpha &\sim \sigma^2_{\alpha_0} \times \text{Inv-Ch}_\nu^2, \\
    \delta_{0\nu} &\sim N(0, \sigma^2_{\delta_0}), \quad k = 1, \ldots, K, \quad q = 1, \ldots, K, \\
    \delta_{1\nu} &\sim N(0, \sigma^2_{\delta_1}), \quad k = 1, \ldots, K, \quad q = 1, \ldots, K,
\end{align*}\]

\[\begin{align*}
    \sigma^2_{\delta_0} &\sim \sigma^2_{\delta_{00}} \times \text{Inv-Ch}_\nu^2, \\
    \sigma^2_{\delta_1} &\sim \sigma^2_{\delta_{01}} \times \text{Inv-Ch}_\nu^2.
\end{align*}\]

Transitions from a state to itself are not allowed, so all values of \(\delta_{0\nu}\) and \(\delta_{1\nu}\) for which \(k = q\) are fixed at 0. After some minor exploration, we set \(\sigma_y^2 = 25\) to allow the main effects to be effectively unconstrained and set \(\sigma^2_{\delta_0} = 0.75\) and \(\nu_\alpha = 2\) to allow a reasonably wide range of variances for the random effects (80% of the prior falls within the interval (0,3) whereas 95% falls within (0,15); the posterior variances that we have obtained tend to lie closer to 0 than to the prior mean). For parameters such as these, the estimation and inference are reasonably robust to choices of hyperparameter. For the affinity parameters, we set \(\sigma^2_{\delta_0} = \sigma^2_{\delta_{00}} = 0.5\) and \(\nu_{\delta_0} = \nu_{\delta_1} = 5\) (again, these primarily set a reasonable range).

We fit the model by using an MCMC algorithm, iterating over the parameters above in Metropolis-within-Gibbs fashion. In other words, we sample from the conditional distributions of each set of parameters, above, sequentially, given all others. We use a random-walk proposal and allow the user to specify a tuning period and target acceptance rate. During the initial burn-in phase, our algorithm periodically adjusts the scale in the jumping rule to attempt to match the target rate. Given the high dimensionality of the parameter space, the MCMC algorithm was implemented in C with an R interface. This code and a test data set are available on the author’s Web page http://homepages.nyu.edu/~ms184/Software/affinity.

For each iteration, we first compute \(\Lambda|\nu, \eta, \beta, \alpha, d, \) by using expressions (3) and (4), for every spell associated with every subject. Subscripts have been dropped, so the symbols represent the full vector of parameters. In the model with drift, time \(t\) is the start of the interval for the transition \(d_{kt}\) from \(k\) to \(q\). We might have averaged the affinity over spell duration, but this approach simplifies computation and is a reasonable first approximation. In our data, time is the quarter spanning from age 20 to 36 years (numbered 0, 1, \ldots, 63), so a 28-year-old has \(t = 32\).

Set \(\Theta = (\nu, \eta, \beta, \alpha, \sigma^2_\alpha, \delta_0, \delta_1, \sigma^2_{\delta_0}, \sigma^2_{\delta_1})\).

The conditional posteriors for the most part have one of two forms:

\[\begin{align*}
    \nu|\text{others} &\propto \varphi_K(\nu; 0, \sigma^2_{I_K}) \mathcal{L}(\Theta|Y), \\
    \eta|\text{others} &\propto \varphi_K(\eta; 0, \sigma^2_{I_K}) \mathcal{L}(\Theta|Y), \\
    \beta|\text{others} &\propto \varphi_P(\beta; 0, \sigma^2_{I_P}) \mathcal{L}(\Theta|Y), \\
    \alpha|\text{others} &\propto \varphi_R(\alpha; 0, \sigma^2_{I_R}) \mathcal{L}(\Theta|Y), \\
    \sigma^2_\alpha|\text{others} &\sim (\nu_\alpha \sigma^2_{\alpha_0} + R \sigma^2_\alpha) \times \text{Inv-Ch}_{\nu_\alpha + R}^2.
\end{align*}\]
\[ \delta_0 | \text{others} \propto \varphi_{K(K-1)}(\delta_0; 0, \sigma_0^2 I_{K(K-1)}) \mathcal{L}(\Theta | Y), \]  
(10)

\[ \delta_1 | \text{others} \propto \varphi_{K(K-1)}(\delta_1; 0, \sigma_1^2 I_{K(K-1)}) \mathcal{L}(\Theta | Y), \]  
(11)

\[ \sigma_\theta^2 | \text{others} \sim \left\{ \nu_\theta \sigma_\theta^2 + K(K-1)s_\theta^2 \right\} \times \text{Inv-Chi-squared}^2_{\nu_\theta + K(K-1)}, \]  
(12)

\[ \sigma_\delta^2 | \text{others} \sim \left\{ \nu_\delta \sigma_\delta^2 + K(K-1)s_\delta^2 \right\} \times \text{Inv-Chi-squared}^2_{\nu_\delta + K(K-1)}, \]  
(13)

where \( \varphi_N \) is the \( N \)-dimensional normal density and

\[ s_\alpha^2 = \frac{1}{R} \sum \alpha_i^2, \]

\[ s_\theta^2 = \frac{1}{K(K-1)} \sum_{k,q} \delta_{0kq}^2, \]

\[ s_\delta^2 = \frac{1}{K(K-1)} \sum_{k,q} \delta_{1kq}^2, \]

and \( \mathcal{L}(\Theta | Y) \) is the unlogged likelihood, based on equations (2)–(4). Note throughout that we list the dimension of affinity parameters as \( K(K-1) \), because in practice \( K \) terms are identically set to 0.

In our implementation, we use a symmetric proposal, and the algorithm proceeds as follows (note that \( i \) is used here to reflect iteration step).

**Step 1:** sample \( \nu_{i+1} \).

(a) Propose \( \nu_{i+1} = \nu_i + \tau_\nu z_\nu \), where \( z_\nu \sim N(0, I_K) \) and \( \tau_\nu \) is a column vector of \( K \) scaling factors controlling the size of proposed moves.

(b) Accept the proposal with probability

\[
\frac{\mathcal{L}(\nu_{i+1}, \Theta^*_i | Y) \varphi_K(\nu_{i+1}; 0, \sigma_K^2 I_K)}{\mathcal{L}(\Theta_i | Y) \varphi_K(\nu_i; 0, \sigma_K^2 I_K)},
\]

where it is understood that \( \Theta^*_i = \Theta_i \setminus \nu_i \), in this instance.

**Step 2:** sample \( \eta_{i+1} \)—the proposals parallel those of \( \nu \), with a similar updating rule. The range of the jumping rule is again tuned with parameter-specific scaling factors.

**Step 3:** sample \( \delta_{0,i+1}, \delta_{1,i+1}, \sigma_{\theta,0,i+1}^2 \) and \( \sigma_{\delta,1,i+1}^2 \).

(a) Propose \( \delta_{0,i+1} = \delta_{0,i} + \tau_\delta z_{\delta_0} \), and \( \delta_{1,i+1} = \delta_{1,i} + \tau_{\delta_1} z_{\delta_1} \), where \( z_{\delta_0} \sim N(0, I_{K(K-1)}) \) and \( z_{\delta_1} \sim N(0, I_{K(K-1)}) \) and \( \tau_\delta \) and \( \tau_{\delta_1} \) are each scalars controlling the size of proposed moves. Thus, a single tuning parameter is used for each type of affinity (this decision was based on the sheer number of these effects).

(b) Accept proposals and update \( \Theta_i \) one component at a time. The \( 2K(K-1) \) components can be updated in a different order, each iteration, by preshuffling the index. The \( (k, q) \)th component \( \delta_{0kq} \) is updated with probability

\[
\frac{\mathcal{L}(\delta_{0kq,i+1}, \Theta^*_i | Y) \varphi(\delta_{0kq,i+1}; 0, \sigma_{\delta_0}^2)}{\mathcal{L}(\Theta_i | Y) \varphi(\delta_{0kq,i}; 0, \sigma_{\delta_0}^2)},
\]

where it is understood that \( \Theta^*_i = \Theta_i \setminus \delta_{0kq,i} \). The updating rule for \( \delta_{1kq} \) is analogous.

(c) Sample \( \sigma_{\theta,0,i+1}^2 \) and \( \sigma_{\delta,1,i+1}^2 \): the posterior is given by distributions (12) and (13) in closed form and may be sampled exactly.
Step 4: sample $\beta_{i+1}$—propose $\beta_{i+1} = \beta_i + \tau_\beta z_\beta$, where $z_\beta \sim N(0, I_P)$ and $\tau_\beta$ is a column vector of scaling factors controlling the size of $P$ proposed moves. The remaining implementation mirrors that of $\eta$ or $\nu$.

Step 5: sample $\alpha_{t+1}$—the proposals mirror those of the components of $\beta$, with $R$ tuning parameters, one for each $\alpha_r$.

Step 6: sample $\sigma^2_{t+1}$—the posterior is given by distribution (9) in closed form and may be sampled exactly.

We implemented a tuning phase that adjusts the scale of the proposals $(\tau_\nu, \tau_\eta, \ldots, \tau_\delta_0, \tau_\delta_1)$ to aim for a 10–20% acceptance rate, in accordance with the dimensionality of the problem (Gelman et al., 2004). We run a minimum of 20000 post-tuning iterations, checking for convergence of all parameters by using Gelman and Rubin’s between–within R criterion BWR (Gelman and Rubin, 1992) and adding additional blocks of 10000 iterations if warranted. All models satisfied the convergence criterion $BWR < 1.2$, suggesting adequate mixing of the chain. We thin the posterior samples somewhat to compensate for any less-well-tuned parameter.

4.4. Model selection

Two aspects of model selection have a bearing on the substance of our problem: the ‘need’ for affinities or for affinity drift parameters and, given their potential difference, whether or not male and female labour markets may be pooled. The latter involves testing a large interaction at the level of random effects. With the former, we included these terms because we thought that pairwise relationships would reveal important information, but we would like to evaluate this formally. For model comparison and selection, we shall use the deviance information criterion DIC (Spiegelhalter et al., 2002), which is useful for evaluating Bayesian models with random effects. In particular, it penalizes the posterior deviance by using an effective number of parameters that may be substantially smaller than the number of random effects in the model. The effective number of parameters is calculated as

$$p_D = \frac{D(\hat{\Theta})}{\hat{D}(\hat{\Theta})}$$

where $D(\Theta) = -2l(\Theta|Y)$, $\hat{D}(\hat{\Theta})$ is the posterior expectation of the deviance and $D(\hat{\Theta})$ is the deviance evaluated at the expected value of the parameter vector. These quantities are all derived from our MCMC samples. Then DIC is given by

$$\text{DIC} = \frac{D(\hat{\Theta})}{\hat{D}(\hat{\Theta})} + p_D = D(\hat{\Theta}) + 2p_D.$$  

Comparison of DIC and $p_D$ for several models will guide our understanding of the process under investigation and the parsimony of our models. Given that these values are estimated from MCMC samples, we require some sense of their variability before making comparisons across models. By running multiple chains, we can compute the magnitude of the difference in DICs across different MCMC samples. Approximate confidence bounds for a specific DIC are based on twice this magnitude; non-overlapping DIC-intervals will be taken as evidence of one model over another. Using this criterion, we can be fairly sure that differences are not due to sampling variation in DIC.

4.5. Model summary

In terms of our application, the two aspects of the model that are most important are covariate effects and the affinities. The former can be summarized by posterior distributions or functions thereof, whereas the latter is best visualized in some manner. Matrices can be thought of as a
spatial map, where row and column numbers specify co-ordinates. As such, each small region (reflecting the relationship between two types of job) that is defined by this map can be shaded on the basis of its magnitude. The ordering of the rows and columns is essentially arbitrary in our labour market data, which is likely to obscure relationships in the data. Since one of the interesting questions that we pose about these data is whether affinities (and thus mobility) are organized more by industry or by occupation, we order the rows and columns first by industry code and then by occupation code. This is a specific seriation, or ordering, of the I × Os that will reveal the presence or absence of structure through the extent to which the map looks roughly block diagonal. Seriation is often approached as an optimization problem (see Gale et al. (1984), Sarkar (2008) and Hahsler et al. (2008) for a discussion).

5. Findings

Our source of data is the National Longitudinal Survey of Youth. This survey is a large representative national sample of more than 12 000 young men and women in the USA, with oversampling among populations of colour and the economically disadvantaged. They were aged 14–21 years when first surveyed in 1979 and continue to be surveyed into their 40s, with the most recently available year being 2008. Sampling weights are used to adjust for the oversampling. With the majority of lifetime wage growth and job changes occurring in the first decade of work experience (Topel and Ward, 1992), they provide key information on career formation at a crucial point in the life course. The oldest workers in our data are aged 42 years in 2000—we do not include future years in this study, as we limit the sequence analysis to workers aged 20–36 years.

Recall that we consider two different factors in our analysis: gender and education. Through this lens, we shall evaluate whether the careers of men and women follow statistically similar pathways, i.e. whether the affinities are about the same, regardless of gender, controlling for education. If they are, a pooled affinity model can be used to evaluate remaining covariate effects. If the affinities are different, we shall determine the particular I × Os that characterize gender differences and what these imply about the labour market.

To evaluate potential gender differences, we fit a more complex model than described above. Namely, we fit a fully interacted model, in which parameters have gender-specific components. For example, we include the vectors ν and νs and use coding −1 for males and 1 for females in the model, so that ν − νs, ν + νs and ν are the vectors of source effects for males, females and their average respectively. All parameters are represented in terms of this coding. Broadly speaking, then, we compare two competing models with parameterizations

\[ \Theta_{\text{pool}} = (\nu, \eta, \beta', \alpha, \sigma, \delta_0, \delta_1, \sigma_\delta) \]

\[ \Theta_{\text{inter}} = (\nu, \nu_s, \eta_s, \beta'_s, \alpha_s, \sigma_s, \delta_0, \delta_1, \delta_1s, \sigma_\delta, \sigma_\delta_0, \sigma_\delta_1) \]

where the absence of a subscript denotes the average that is associated with the (−1, 1) coded sex effect for a model parameter, and subscript ‘s’ denotes the differential. Variance components are expressed in terms of standard deviations to maintain additivity in the differential coding. This coding scheme allows us to compare the parameters in pooled models with average effects in the interaction models. We use DIC to assess the fit of pooled and interaction models.

Rather than introduce a new set of priors for the differentials, we note that these differential codings correspond to sex-specific levels for all the parameters. Priors for these can be based on priors for the pooled model, and they can be adjusted for either sex. Practically speaking, this is only important for the variance components, as the other priors are effectively flat. If we
believe, for example, that females have greater variance in individual effects \( \alpha \), we could inflate the level of \( \sigma_{\alpha \alpha} \) for females. In the software, we implement these as proportionate differences; in our National Longitudinal Survey of Youth example, we use equivalent priors for males and females, reflecting our expectation of homogeneity.

We also contrast workers who have completed more and less education by age 24 years. Those who have at least a 2-year degree form one group and those with a high school degree or less form the other. We do not pool across education groups for substantive reasons. Age 24 years was chosen because most traditionally schooled workers complete their schooling by that age, and it is sufficiently close to when we start the career clock to provide a meaningful partition. We track whether additional schooling is obtained through a time-dependent covariate. Specifically, we include indicators for when high school, HS, or 2-year, AA, or 4-year, BA, college is completed for the less educated workers and 4-year college, BA, or a Master’s degree, MA, is completed for more educated workers.

Procedurally, we first stratify by education group; within each group, we compare two sets of models, pooled and interaction with respect to gender; within each of these specifications, we examine three sets of models, which capture increasing levels of complexity with respect to affinities. Thus, our baseline model includes source, destination and covariate effects \( \nu, \eta \) and \( \beta' \), as well as individual-specific effects \( \alpha \). The next two affinity models include \( \delta_0 \)- and \( \delta_1 \)-terms and their corresponding variance components, sequentially. All models contain a fixed effect for gender, education and time, the last capturing whether on average job change rates are increasing or decreasing as workers age, net of all else. Theory would suggest that rates decrease as workers complete an early career job shopping process. The stylized fact that job changing will diminish over time may be driven by composition, in that workers may simply move to \( I \times O \)'s with typically longer tenures as they age. We can net out this aspect of labour market sorting by using affinity models. Fully interacted models mirror these sequential model specifications. Note, however, given our model formulation and assumptions (source, destination, affinity and affinity drift effects are mean 0), the gender effect \( \beta_{sex} \) for interaction models represents the differential at time 0. Contrast this with the gender effect for pooled models, which represents the average differential across time. Thus, the interaction of gender with time and individual differences in transition times suggests that the \( \beta_{sex} \)-effects for interaction and pooled models are not directly comparable. Note as well that the constant is suppressed in our table.

The posterior means for fixed effects and variance components along with DIC for the gender-specific models are given in Table 1. Time has been rescaled to reflect annual rather than quarterly changes. A 95% quantile-based confidence bound for the posterior of each parameter is used to assess significance in Table 1; intervals that do not cross zero are indicated.

Examining the pooled, high school or lower education models first, we have the interesting finding that the only significant covariate effect is time. The effects are in terms of log-rates, so we can exponentiate them to obtain an approximate percentage change in rate. In the baseline and affinity models the time effect is positive, suggesting about a 3% increase per year; workers change \( I \times O \)'s more often as they age, net of all else. This is unexpected, but it can be understood as time’s effect after netting out certain compositional changes in the type of job that is held at different points in the career. In contrast, in the affinity drift model, the effect changes sign and increases in magnitude, to about \(-10\%\). This model allows \( I \times O \) relationships to ‘reorganize’ over time, so that the effects of compositional differences (types of job held) change over time. By modelling the effect of compositional differences in this dynamic fashion, we return to the stylized fact that job change rates are decreasing with age, but now we have the stronger finding that this holds under more nuanced controls for types of job. We note that DIC would
recommend the affinity drift model over its competitors. Gender and education do not seem to matter for these models, but this may be an artefact of the pooling.

Moving down Table 1, the next set of models is based on a full interaction with gender. The average effects are given in the first row for each model, whereas the second row lists differential effects (i.e. those with ‘s’-indices). For the baseline model, the differential $\beta_{sex}$ is not significant, but a gender-specific education effect emerges in these models, with high school completion associated with fewer transitions for females (3% lower than average) and thus more frequent transitions for men. The average effect of time is similar to that of the pooled models, but now a small but significant (1%) differential effect emerges, with transition rates for females increasing over time, effectively catching up to their high-school-educated, male counterparts. As we move to the affinity model, differential $\beta_{sex}$ is large and significantly negative, indicating that females are expected to make fewer transitions at the start of their careers. The other differentials are identical to those in the baseline model. In the affinity drift interaction model, as in the corresponding pooled model, the fixed effect for time is large and significantly negative (here $-15\%$), but the differential has become non-significant. The large, negative sex differential (which is associated with career start) still holds at $-23\%$. The fact that pooled models did not obtain a significant sex differential under any model specification appears to be an artefact of the pooling, but we remind the reader that this effect is not directly comparable with that from the interaction model. DIC again recommends the affinity drift model, which is perhaps more striking in these interaction models, with their larger parameter space.
Variance components for these models describe the amount of variation that is between subjects, which is captured in the $\sigma_\alpha$-term, as well as that between $I \times Os$, which is captured in the $\sigma_{\delta_0}$-term. The affinity drift variance component $\sigma_{\delta_1}$ captures the between-$I \times Os$ differences that emerge over time. Average and differential effects are presented for these parameters, and significance of the differentials is indicated. Given a rescaling of time $t$ to an annual metric, we can describe the average variance that is associated with $I \times Os$ as a function of years past age 20 years: $\sigma_{\delta_0}^2 + t^2 \sigma_{\delta_1}^2$. Notably, we find no significant differences between average variance components as we increase model complexity via affinity parameters. However, we do find one significant differential: in the affinity drift model, females apparently have somewhat greater heterogeneity in their $\delta_0$-terms. Differences in the variance components or lack thereof reflect heterogeneity of effects, so similar heterogeneity across sex does not imply that each affinity is the same. Differences in affinities across sex are explored in greater detail in the visualization to follow.

The magnitude of individual differences is relatively small: the posterior mean for $\sigma_\alpha$ is 0.21 or 0.22 in all the lower education models. Affinities vary greatly across $I \times Os$, with average $\sigma_{\delta_0}$ estimated to be close to 2 for these models. The magnitude of this variance component translates into starkly different transition rates—some $I \times Os$ simply do not make a transition from one to another, whereas others are strongly related to one another. The affinity drift variation $\sigma_{\delta_1}$ has apparently low average levels between 0.24 and 0.36 in these models, but the corresponding terms become increasingly meaningful over time. In the affinity drift interaction model, by age 30 years, with elapsed $t = 10$, $t \sigma_{\delta_1}$ approaches 3 for females, which exceeds the variation in initial differences, $\sigma_{\delta_0}$. Affinities can shrink to zero or double in magnitude, over time.

For more educated workers, the pooled models initially tell a different story with respect to the effect of additional education. Here, workers are receiving Bachelor and Masters degrees, and the former is associated with a decreased rate of change (a reduction of 7% in baseline and affinity models). However, this effect loses significance in the affinity drift model, which is recommended by DIC. This suggests that, for college graduates, decreasing rates of change are driven by movement to types of job with longer tenures. The only other significant effect is for time, which mirrors the findings for lower educated workers, namely small but significant increases in rates of change for baseline models are reversed to substantial negative effects ($-20\%$) in the affinity drift models. The variance components in this model are of the same magnitude and can be interpreted in the same manner as for the lower educated workers.

Turning to the interaction models, we find larger and more consistent differentials for $\beta_{sex}$, with values hovering around $-0.60$. Again, this reflects gender differences at the start of the career. In the simpler models, there are significant sex differentials in the effect of time, but these fade in the affinity drift model. The overarching, common finding of small but significant positive effects for time being reversed to large, significantly negative effects in the affinity drift model holds in these models as well. The only significant variance component differential is for $\sigma_\alpha$, in the affinity model, but it is not particularly large.

We now evaluate the need for pooled or interaction models for more educated workers using DIC. Given that DICs are based on MCMC samples, we check the potential variation in DICs across samples; in all the models evaluated, twice the absolute difference of a DIC across different simulations (for the same model) never exceeded 125. The DIC-differences across models (in the model selection process) were always in the thousands, so our DIC-differences are unlikely to be due to sampling variation. We have that, within any education group and type of model, DIC always selects models with affinities and drift over time. We also find that pooled models are recommended by DIC for higher educated workers, whereas interaction models are recommended for lower educated workers. This is consistent regardless of model complexity.
This suggests that the labour market dynamics—how workers move through the market over time—are quite similar, given comparable initial conditions, for graduates of 2-year colleges and higher, regardless of gender. Although we did find some interesting differentials in the interaction model, the additional parameters that were required to identify them were not justified under the DIC-criterion.

We next visualize the $103 \times 103$ affinity matrices $\{\delta_0\}_{kq}$ and $\{\delta_1\}_{kq}$ for lower educated men and women, based on the affinity drift interaction model. Parameter $\delta_0$ represents the affinities in the market at age 20 years, whereas $\delta_1$ captures their change over time. Our gender encoding establishes an average and differential set of effects, and we again report posterior means. The extent to which these affinities are positive or negative and their patterning relative to industries and occupations will be the focus of this analysis. Since confidence bounds for the majority of affinities cross zero, we use blank space for all of these; since some affinities are positive and some are negative, we shade with black any negative affinity and use two shades of grey for positive effects, darker for higher levels. The cut points for the graduations were data driven, using the median of the positive significant effects to split them. We examine $I \times Os$ sorted by industry code, and we briefly comment on those sorted by occupation code. The advantage to using a common seriation is that cross-comparisons can be made; block diagonal structure reflects the organizing principle that is used in the seriation.

In Fig. 1(a), we display the $\delta_0$-affinities for lower educated workers and contrast these with sex differentials in Fig. 1(b). The abbreviations that are used for industries are given in alphabetical order in Table 2, which also lists their frequency (proportions of person–periods) across the

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>agr&amp;</td>
<td>Agriculture, forestry</td>
<td>3.5</td>
</tr>
<tr>
<td>autS</td>
<td>Automative and repair services</td>
<td>2.1</td>
</tr>
<tr>
<td>bldS</td>
<td>Building services</td>
<td>2.7</td>
</tr>
<tr>
<td>bzSy</td>
<td>High end business services</td>
<td>1.7</td>
</tr>
<tr>
<td>cnst</td>
<td>Construction</td>
<td>7.2</td>
</tr>
<tr>
<td>comm</td>
<td>Communications</td>
<td>1.3</td>
</tr>
<tr>
<td>eatD</td>
<td>Eating and drinking</td>
<td>5.7</td>
</tr>
<tr>
<td>educ</td>
<td>Education</td>
<td>6.1</td>
</tr>
<tr>
<td>FIRE</td>
<td>Finance, insurance, real estate</td>
<td>6.6</td>
</tr>
<tr>
<td>hltl</td>
<td>Healthcare</td>
<td>8.7</td>
</tr>
<tr>
<td>hotl</td>
<td>Hotels and laundry service</td>
<td>2.0</td>
</tr>
<tr>
<td>mnfD</td>
<td>Manufacturing, durable</td>
<td>11.1</td>
</tr>
<tr>
<td>mnfN</td>
<td>Manufacturing, non-durable</td>
<td>8.5</td>
</tr>
<tr>
<td>nonp</td>
<td>Non-profit</td>
<td>1.6</td>
</tr>
<tr>
<td>PAdm</td>
<td>Public administration</td>
<td>4.9</td>
</tr>
<tr>
<td>prfS</td>
<td>Professional services</td>
<td>2.7</td>
</tr>
<tr>
<td>prsl</td>
<td>Personal services</td>
<td>1.9</td>
</tr>
<tr>
<td>recc</td>
<td>Entertainment, recreation services</td>
<td>1.7</td>
</tr>
<tr>
<td>retA</td>
<td>Retail automotive</td>
<td>1.4</td>
</tr>
<tr>
<td>retF</td>
<td>Retail food</td>
<td>2.5</td>
</tr>
<tr>
<td>retH</td>
<td>Retail hard goods (except automotive)</td>
<td>7.9</td>
</tr>
<tr>
<td>temps</td>
<td>Temporary work agencies</td>
<td>0.7</td>
</tr>
<tr>
<td>tran</td>
<td>Transportation</td>
<td>3.1</td>
</tr>
<tr>
<td>util</td>
<td>Utilities, sanitary services</td>
<td>1.4</td>
</tr>
<tr>
<td>whol</td>
<td>Wholesale trade</td>
<td>3.0</td>
</tr>
</tbody>
</table>
Fig. 1. Workers with no post-secondary degree, aged 24 years: (a) full model, average affinities; (b) full model, differential affinities
period examined. In Fig. 1(a), black cells are in the range \((-2.2, 0)\), light grey \((0, 2.6)\) and dark grey \((2.6, 7.1)\) (the median is slightly smaller, at 2.2, for gender-specific affinities). The \(I \times O\)s are seriated on the basis of the industry code number and occupation code within that; this ordering roughly corresponds to the first digit of a census-based classification, for which some allied industries (such as construction and manufacturing) tend to be given nearby codes. The first three rows and columns (counting from the bottom left-hand corner outwards) represent time out of the labour force: in school, not in school or unemployed. A strong block diagonal structure is apparent, suggesting that there are many industry-based affinities for both men and women. Note as well that the darker shading tends to reside on these block diagonal elements. This shading indicates a positive coefficient, so movement within an industry or related industries is more frequent, especially early in the career. The many significant effects in the first three rows and columns suggest that movement in and out of the labour force varies greatly by source or destination \(I \times O\). Most negative effects emerge here as well. The differences between men and women are seen in Fig. 1(b) to consist of many negative effects near the diagonal. This suggests that some of the pathways within industry-based blocks are less common for women, or that they ‘stay put’ more often, at least early in their career.

In Fig. 2, we examine the \(\delta_1\)-terms. Black shading still reflects negative (significant) values, but the range for both panels is now about \((-0.4, 0)\), whereas light grey represents about \((0, 0.2)\) and dark grey represents values that are a little larger than 0.2. In Fig. 2(a), the majority of significant effects are concentrated in the first three rows and columns of the affinity drift matrix, and all are positive, indicating that, for specific \(I \times Os\), the rate of transition in and out of the labour force is increasing over time. Contrast this with the main, fixed effect for time in this model, which was significantly negative. We conclude that certain \(I \times Os\) are much more likely than others to be associated with such movement, and that this difference grows with time. In addition, most remaining significant effects are concentrated near the diagonal, indicating changes of occupation within allied industries, such as manufacturing (codes mnfD and mnfN located at the lower left-hand side). These transition rates are increasing with time, further delineating which types of transitions form the normative pathways through the labour market. Differentials that are depicted in Fig. 2(b) are even more concentrated in the first three rows and columns. The majority are negative, with the bulk on the rows corresponding to time spent out of the labour force, representing a decrease in the rate of transition to the column destinations over time. Females are staying out of the labour force more than men as they age. Conversely, the negative effects in the first three columns suggest that in specific industries, e.g. finance, insurance and real estate (which are denoted as ‘FIRE’ in Figs 1 and 2 and are traditionally a higher paying sector), females are less likely to leave the market as they age.

We examined equivalent representations of these affinities organized by occupation and did not find the same sort of patterning. This was true for both average and differential effects for \(\delta_0\) and \(\delta_1\).

As we have seen in Fig. 2, representing ties between \(I \times O\)-pairs through affinities not only controls for this aspect of labour market dynamics but also allows us to identify natural groupings, revealing certain features of how the labour market is organized. We can also isolate which career types reveal gender differences. In Table 3, we list the 10 largest affinities, first for the population as a whole, and then followed by the gender-specific effects. Affinities, rather than affinity drifts, were examined in this analysis. In aggregate, movement tends to be within industry, at least for eight of the 10 largest affinities, whereas movement is between personal service occupations in the remaining two. Healthcare and food service clusters emerge as important pathways, and the movement is from less to more skilled occupations, such as manager. The largest affinity is for the transition from protective work in public administration (police) to administrative work
Fig. 2. Workers with no post-secondary degree, aged 24 years: (a) full model, average affinity drifts; (b) full model, differential affinity drifts.
Table 3. 10 largest affinities: average, and differential in the interaction model for high school or lower initial education in the National Longitudinal Survey of Youth

<table>
<thead>
<tr>
<th>Source $I \times O$</th>
<th>Destination $I \times O$</th>
<th>$\delta_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Average affinities</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public administration $\times$ Protective services</td>
<td>Public administration $\times$ Manager or administrator</td>
<td>7.08</td>
</tr>
<tr>
<td>Healthcare $\times$ Technician</td>
<td>Healthcare $\times$ Nurse, Dietician</td>
<td>7.08</td>
</tr>
<tr>
<td>Utilities, sanitary services $\times$ Clerical or unskilled</td>
<td>Utilities, Sanitation $\times$ Craftworker, mechanic</td>
<td>6.27</td>
</tr>
<tr>
<td>Hotels and laundry service $\times$ Personal service</td>
<td>Personal services $\times$ Personal service</td>
<td>6.24</td>
</tr>
<tr>
<td>Healthcare $\times$ Nurse, Dietician</td>
<td>Healthcare $\times$ Technician</td>
<td>6.19</td>
</tr>
<tr>
<td>Healthcare $\times$ Nurse, Dietician</td>
<td>Healthcare $\times$ Manager or administrator</td>
<td>6.08</td>
</tr>
<tr>
<td>Eating and drinking $\times$ Sales worker</td>
<td>Eating and drinking $\times$ Manager or administrator</td>
<td>6.05</td>
</tr>
<tr>
<td>Personal services $\times$ Personal service</td>
<td>Hotels and laundry service $\times$ Personal service</td>
<td>5.99</td>
</tr>
<tr>
<td>Retail food $\times$ Clerical or unskilled</td>
<td>Retail food $\times$ Sales worker</td>
<td>5.89</td>
</tr>
<tr>
<td>Retail food $\times$ Clerical or unskilled</td>
<td>Retail food $\times$ Labourer</td>
<td>5.82</td>
</tr>
<tr>
<td><strong>Differential affinities</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retail food $\times$ Labourer</td>
<td>Retail food $\times$ Clerical or unskilled</td>
<td>3.93</td>
</tr>
<tr>
<td>Retail food $\times$ Sales worker</td>
<td>Wholesale trade $\times$ Labourer</td>
<td>3.89</td>
</tr>
<tr>
<td>Wholesale trade $\times$ Labourer</td>
<td>Retail food $\times$ Sales worker</td>
<td>3.86</td>
</tr>
<tr>
<td>Manufacturing durable $\times$ Sales worker</td>
<td>Eating and drinking $\times$ Sales worker</td>
<td>3.50</td>
</tr>
<tr>
<td>Manufacturing durable $\times$ Craftworker, mechanic</td>
<td>Retail automotive $\times$ Sales worker</td>
<td>$-3.35$</td>
</tr>
<tr>
<td>Education $\times$ Personal service</td>
<td>Education $\times$ Manager or administrator</td>
<td>$-3.41$</td>
</tr>
<tr>
<td>Agriculture, forestry $\times$ Craftworker, mechanic</td>
<td>Construction $\times$ Manager or administrator</td>
<td>$-3.51$</td>
</tr>
<tr>
<td>Building services $\times$ Cleaning service</td>
<td>Hotels and laundry service $\times$ Cleaning service</td>
<td>$-3.58$</td>
</tr>
<tr>
<td>Manufacturing, durable $\times$ Labourer</td>
<td>Education $\times$ Clerical or unskilled</td>
<td>$-3.68$</td>
</tr>
<tr>
<td>Retail hard goods (non-automotive) $\times$ Labourer</td>
<td>Transportation $\times$ Labourer</td>
<td>$-4.01$</td>
</tr>
</tbody>
</table>

in the same industry. Gender differences play out through increased and decreased affinities. Movement to and from retail food and wholesale trade industries is more common for females. Movement between industries that are loosely aligned, such as manufacturing and automotive, is more common for males, as is movement between agricultural craftwork and the construction industry.

6. Discussion and future directions

These models are highly informative in terms of the substantive questions that we had hoped to answer. Do men and women move through the labour market differently? We have evidence that those without a college degree (early career) do, and this difference emerges over time in the form of both reduced frequency and type of transitions for women. Does the opportunity structure (which $I \times O$-transitions are common and when) change over time? We have strong evidence that it does, at least in some subsectors, regardless of education and gender. Surprisingly, gains in education do not lead to an overall reduction or gain in the number of $I \times O$-transitions, with two exceptions, on the basis of our affinity drift models. Completion of a high school degree is associated with more frequent $I \times O$-transitions for men, whereas completion of a Bachelor degree is associated with more frequent transitions for all more educated workers. For less educated workers, the differential in transition rates is significant, once labour market transition affinities have been controlled, with women making transitions at an overall lower rate. This differential is even larger for college-educated workers, but these are based on an interaction model that is not recommended by DIC. In our DIC-selected, affinity drift models, we find that the overall rate of $I \times O$-transitions declines over time, and this is net of sorting into jobs with
longer tenures, so it is robust in a way that has not been thoroughly explored, to date, in the labour economic literature.

Our method provides an important framework for defining what it means to net out the sorting that takes place in the labour market. In addition to the usual regression-like fixed effects, these models include random effects to capture the dynamic nature of job transitions. This structure may be of interest in and of itself, and we present a visualization technique that benefits from the Bayesian methodology, in that only the affinities with the most compelling evidence of strength or difference need to be examined. Through model selection using DIC, different layers of homogeneity and heterogeneity may be explored. The patterning of transitions themselves can be compared across groups, as we did with gender. We note that a hierarchical approach allows modelling extensions at whichever level the researcher deems substantively relevant. So, for example, affinities may be ‘explained’ through $I \times O$ source- or destination-specific covariates; variation in individual effects may of course be reduced by including important subject level covariates (such as the presence or absence of children). The variance components that we have introduced with this modelling class are fairly generic, in that they are meaningful in any marked point process.

As a final note, we mention latent spatial models (Handcock et al., 2007; Hoff et al., 2002; Gormley and Murphy, 2007), which use a spatial representation of tokens to build what we call affinities in this paper. We have explored this approach with our sequence data with varying degrees of success. Our findings suggest that the symmetry that is implicit in many of the distance-based approaches and the limited explanatory power of lower dimensional embeddings are a little problematic for the more general problem. However, alternative, asymmetric distance metrics that were proposed by Hoff (2005) are quite promising. To the extent that our affinities may be embedded in a lower dimensional space, our work can be characterized as a ‘poor man’s latent spatial model’, in that spatial models can be generated from our affinities, rather than vice versa. In related work (Perrault-Joncas et al., 2010), we are exploring a different class of token embeddings that could encapsulate a portion of the information that is contained in the affinities. The use of Bayesian techniques for our class of models allows a host of modifications to explore ideas such as these.
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